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Abstract. A variety of different clock-controlled stream ciphers and
attacks on them have been described in a number of papers. However,
few word-oriented algorithms with an irregular clocking mechanism have
been proposed. This paper proposes a new design of irregular clocking for
word-oriented stream ciphers that is dynamic feedback control and show
analysis results of its security and performance. The stream cipher K2
v2.0 is a secure and high-performance stream cipher using the dynamic
feedback control, which is applicable for several applications. We believe
that the dynamic feedback control mechanism is potentially effective
against several different types of attacks, not only existing attacks but
also novel attacks.

keywords: Stream Cipher, Dynamic Feedback Control,
Irreqular Clocking, Pseudorandom Generator.

1 INTRODUCTION

Stream ciphers are used extensively to provide a reliable, efficient method
for secure communications. A basic stream cipher uses several indepen-
dent linear feedback shift registers (LFSRs) together with nonlinear func-
tions in order to produce a keystream. The keystream is then XORed
with plaintext to produce a ciphertext. Some stream ciphers use a gen-
eral nonlinear function to clock one or more LFSR(s) irregularly. Vari-
ous clock-controlled stream ciphers and attacks on them have been pro-
posed. Clock-controlled stream ciphers are classified into two main types
of stream ciphers: the A5 family and the LILI family. A5 is a well-known
stream cipher designed to ensure the confidentiality of mobile communi-
cations. LILI-like stream ciphers, such as LILI-128 [Simpson et al., 2000],
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have two different LFSRs for providing bits for clocking and keystream
bits. One LFSR clocks regularly, providing input for a clock controller,
and another LFSR clocks irregularly, providing keystream.

Recently, word-oriented stream ciphers have been developed in order
to improve the performance of software implementations. In the NESSIE
project, many word-oriented stream ciphers were proposed, such as SNOW
[Ekdahl and Johansson, 2000] and SOBER [Rose and Hawkes, 1999], and
demonstrated good performance in software. However, few word-oriented
algorithms with an irregular clocking mechanism have been proposed be-
cause of the inefficiency of the clock control mechanism for software im-
plementation. LFSR-based stream ciphers have been broken using a linear
recurrence of the LESR. Thus, an irregular clocking mechanism for word-
oriented LFSRs will achieve an improvement of their security.

This paper proposes a new word-oriented stream cipher using dynamic
feedback control as irregular clocking. The proposed stream cipher has a
dynamic feedback control mechanism for the byte-level feedback function
of FSRs and realizes fast encryption/decryption for software implemen-
tation. We present a stream cipher algorithm and show the results of an
analysis of security and performance, and show that the cipher is secure
and it offers high-performance encryption and decryption.

2 DYNAMIC FEEDBACK CONTROL

The clock control mechanism of a stream cipher generally either con-
trols LFSR clocking or shrinks or thins output. A clock control that
shrinks or thins output reduces the performance of the stream cipher
because some output bits are discarded. If one applies shrinking to a
word-oriented stream cipher, the performance is markedly reduced. The
bit-oriented clock control mechanism for updating an LFSR is also in-
efficient when the mechanism controls the LFSR for each register. On
the other hand, a dynamic feedback control for an LFSR is an effec-
tive method for improving the security of stream ciphers. The stream
cipher MICKEY[Babbage and Dodd, 2005] has a dynamic feedback con-
trol mechanism for a bit-wise LFSR. POMARANCH[Jansen et al., 2005]
uses a cascade jump controlled sequence generator to modify the feedback
function.

We propose a stream cipher design (called KARAKORUM type) that
operates on words and has an efficient dynamic feedback control as irreg-
ular clocking. The basic idea of the design is to modify the mixing op-
eration during the state update. Feedback polynomials for word-oriented
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LFSR are described with coefficients; multiplying an input word by a co-
efficient means mixing the words. A typical example is a LFSR of SNOW
2.0[Ekdahl and Johansson, 2003]. Generally, the coefficients are selected
such that the feedback polynomial is a primitive polynomial. We apply
irregular clocking for this mixing operation, and the modification causes
only a minimal decrease in the encryption/decryption speed. In other
words, at least one FSR is irregularly clocked to dynamically modify the
feedback function to the dynamic feedback controller that receives the
outputs of the other FSR(s). For example, the feedback function is defined
as Syrq = a({)o’l}st+b & aio’l}stﬂ & aéo’l}st, where {0,1}s are selected
by the dynamic feedback controller. The FSR controlled by the dynamic
feedback controller is named dynamic feedback shift register (DFSR).

The dynamic feedback control mechanism improves the security of a
stream cipher because it changes the deterministic linear recurrence of
some registers into a probabilistic recurrence. This property effectively
protects against several attacks. An attacker has to obtain the linear
recurrence of the keystream derived from the linear recurrence of some
registers. By an irregular modification, the linear recurrence exists with
a low probability. An attacker has to guess some inputs to the non-linear
function for an attack; however, an irregular modification makes it im-
possible: the attacker has to guess the inputs to the dynamic feedback
controller first. Thus, irregular modification of the feedback function im-
proves the security of the stream cipher.

We think that a dynamic feedback control mechanism is potentially
effective against several attacks, not only existing attacks but also a novel
attack.

3 STREAM CIPHER K2 V2.0

In this section, we describe the stream cipher algorithm K2 v2.0 ! that
has a dynamic feedback control mechanism.

3.1 Linear Feedback Shift Registers

The K2 v2.0 stream cipher consists of two feedback shift registers (FSRs),
FSR-A and FSR-B, a non-linear function with four internal registers K1,
R2, L1, and 1.2, and a dynamic feedback controller as shown in Fig. 1.
FSR-B is a dynamic feedback shift register. The size of each register is

LA previous version of the algorithm is shown in the SASC 2007 workshop
record[Kiyomoto et al., 2007].
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32 bits. I'SR-A has five registers, and F'SR-B has eleven registers. Let 3
be the roots of the primitive polynomial;
8 7 6
P4z e’ +r+1eGF(2)[x]

A byte string y denotes (y7, s, --., ¥1, ¥o), where y7 is the most signif-
icant bit and yy is the least significant bit. y is represented by

y= y7ﬁ7 + yeﬁﬁ + ..+ yf+

In the same way, let v, d, ¢ be the roots of the primitive polynomials,

B+ 422+ 1eGF(2)]
e+ e+ 1 e GF(2)[x]
e 4’ e’ 1 e GF(2)[x]

respectively.
Let «p be the root of the irreducible polynomial of degree four

ot + 570 + FPa® + g% 4+ 67 € GF(2°)[a]
A 32-bit string Y denotes (Y3, Y3, Y7, Yy), where Y; is a byte string
and Y3 is the most significant byte. Y is represented by
Y = YgOf% + YZO{% + Y1a0 + Y[)

Let «q, a9, a3 be the roots of the irreducible polynomials of degree
four

$4 +7230$3 +’)’1565L’2 +793$ +729 € GF(QS)[:U]
;l?4 +534$3 +(516$2 +5199I+6248 c GF(QS)[I]
$4 +C157$3 +C253$2 +C56$ +<=16 c GF(28)[JL’]

respectively.

The feedback polynomials f4(z), and fg(z) of FSR-A and FSR-B,
respectively, are as follows;

falz) = apz® + 2241

fB(lz) — (Q{illt + O{%—Cllt _ 1):1311 + l,IO + ZE5 + aglztr?’ + 1

Let ¢l1 and ¢/2 be the sequences describing the output of the dynamic
feedback controller. The outputs at time ¢ are defined in terms of some
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Fig. 1. K2 v2.0 Stream Cipher

bits of F'SR-A. Let A, denote the output of FSR-A at time #, and A,[y] =
{0,1} denote the yth bit of A, where A;[31] is the most significant bit of
Ag. Then e/l and ¢l2 (called clock control bits) are described as follows;

Cllt = At+2[30]) Cth = AH_Q[?)I]

Both ¢l1; and ¢{2; are binary variables; more precisely, c/1; = {0,1},
and ¢[2; = {0, 1}. Stop-and-go clocking is effective in terms of computa-
tional cost, because no computation is required in the case of 0. However,
the feedback function has no transformation for feedback registers with
a probability 1/4 where all clockings are stop-and-go clockings. Thus, we
use two types of clocking for the feedback function. F.SE-B is defined by
a primitive polynomial, where ¢l2; = 0.

3.2 Nonlinear Function

The non-linear function of K2 v2.0 is fed the values of two registers of
F'SR-A and four registers of F'SR-B and that of internal registers R1, 122,
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L1, L2, and outputs 64 bits of the keystream every cycle. Fig. 2 shows
the non-linear function of K2 v2.0. The nonlinear function includes four
substitution steps that are indicated by Swub.

The Sub step divides the 32-bit input string into four 1-byte strings
and applies a non-linear permutation to each byte using an 8-to-8 bit sub-
stitution, and then applies a 32-to-32 bit linear permutation. The 8-to-8
bit substitution is the same as s-boxes of AES [Daemen and Rijmen, 1998],
and the permutation is the same as AES M:ix C'olumn operation. The
8-t0-8 bit substitution consists of two functions: ¢ and f. The g calcu-
lates the multiplicative inverse modulo the irreducible polynomial m(z) =
z8+ 2t + 23+ 2 + 1 without 0x00, and 0x00 is transformed to itself (0x00).
f is an affine transformation defined bys;

(b7 11111000 a 0
be 01111100 ag 1
bs 00111110 as 1
ba| _ [00011111 | ag| o {0
bs 10001111 as 0
b 11000111 as 0
by 11100011 a1 1
lbo|  [11110001]  |ao] |1

where a = (a7, ..., ag) is the input and b = (b7, ..., bp) is an output, and ay
and by are the least significant bit (LSB).

Let C be (cs,c2,c1,¢9) and output D be (ds, ds, dq,dy), where ¢;, d;
are 8-bit values. The linear permutation ) = p(C') is described as follows;

do 02 03 01 01 Co
di| _[01020301 c1
d>» | — | 01010203 c2
ds 03 01 01 02 c3

in G F(2%) of the irreducible polynomial m(z) = #8 + z* + 23 + = + 1.

3.3 Keystream Output

Let keystream at time ¢ be 7; = (2, zl') (each 27 is a 32-bit value, and

2l is a higher string). The keystream 2/, 2} is calculated as follows:

2 =BBR2 3R Ay
7' = By B L2, 8 L1 & Ay

where A, and B, denote outputs of FiSR-A and FSR-B at time x, and
R1,, R2,, L1;, and L2, denote the internal registers at time =. The sym-
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Fig. 2. Non-Linear Function of K2 v2.0

bol & denotes bitwise exclusive-or operation and the symbol H denotes
and 32-bit addition. Finally, the internal registers are updated as follows;

th—l—l = Sub(LZt H Bt+9)7 R2t+1 = Sub(th)
L]_t+1 == Sub(RQt H Bt+4), L2t+1 == Sub(th)

where Sub(X) is an output of the Sub step for X. The set of { By, Bry3, Bi+s, Biyio}
is a Full Positive Difference Set (FPDS)[Golic, 1996].

3.4 Initialization Process

The initialization process of K2 v2.0 consists of two steps, a key loading
step and an internal state initialization step. First, an initial internal state
is generated from a 128-bit initial key, a 192-bit initial key, or a 256-bit
initial key and a 128-bit initial vector (IV) by using the key schedul-
ing algorithm. The key scheduling algorithm is similar to the round key
generation function of AES and the algorithm extends the 128-bit initial
key, the 192-bit initial key or the 256-bit initial key to 384 bits. The key
scheduling algorithm for a 128-bit key is described as
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K;=
IK; (0<i<3)
Ki 4@ Sub((K;—1 < 8) @ (K;—1 > 24))
@Rconli/4 — 1] (i = 4n)
Kiy® K (i # 4n)

where IK = (I Ko, [K1,1Ky,[K3) is the initial key, ¢ is a positive in-
teger 0 < 7 < 11, and n is a positive integer. The function Sub(X) in
the key scheduling algorithm is the same as that in the non-linear func-
tion. This function is different from the round key generation function of
AES, and the other part of the key scheduling algorithm is same as the
AES round key generation. Rcon[i] denotes (! mod z8 +z* + 23 + 2 +
1,0z00, 0200, 0x00) and = is 0x02. The internal state is initialized with
Kjand IV = (IVy, IVy, IV, IV3) as follows:

Am = Ki—m (m=0,...,4), Bo = K10, B1 = K11,
Bg =1V, By =1Vq,By = Kg, B = Kg, Bg = [V5,
By =1V3,Bg = Ky, Bg = K5, Big = Kg

The internal registers, R1, R2, L1, and L2 are set to 0x00. After
the above processes, the cipher clocks 24 times (j = 1, ..., 24), updating
the internal states. The internal states A;,4 Bj 10 are also updated as
follows:

Ajra =aoAj 1 D Ajo D ZJ-L,l

11, 1—cll;_
Bj_|_10 :(Ozi imt + ay G-t I)Bj_l 5 Bj D B]'+5

12,
@ag ' Bjpr ® 2y
The recommended maximum number of cycles for K2 v2.0 without
re-initializing is 258 cycles (26 keystream bits).

4 ANALYSIS OF K2 V2.0

4.1 Analysis of Periods

The cipher has two FSRs. FSR-A is defined by a primitive polynomial.
Thus, the sequence of 32-bit outputs generated by FSR-A has a maximum
period of 2160 — 1.
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Now, we re-define the updating function fp for FSR-B in terms of a

352 x 352 matrix My, over G'F(2). The updating function at time ¢ is
given by one of the four possibilities for the matrix. The period of outputs
of FSR-B is [, where [ is a minimum value satisfying (My,)! = I. The
matrix is described as follows:

0 000000 0 0O
0 000000 0 00
0 0010000 0 00
0 000I000 0 00O
0 0000100 O 0O
My, = 0 00000710 0 0O
0 0000001 0 00
0 0000000 I 00
0 0000000 0 IO
0 0000000 O OT1
Miy0IOOIOOM>00

where M) = My,, Mo, (clly = 0,1), My = I, My, (cl2; = 0,1). M,,,
Mg, , and M,, are shown in Appendix A.

We calculated the periods of FSR-B for the four possible representa-

tions as follows:

(Cl]_t, Cl2t) == (0, 0)

The matrix My, has the maximum order 2352 _ 1, and output se-
quences of the FSR-B have a maximum period 23°2 — 1. The FSR-B
is a linear feedback shift register where the feedback polynomial fp is
a primitive polynomial over (G F'(2).

(elly, el2y) = (1,0)

The matrix My, has the maximum order 2352 _ 1, and output se-
quences of the FSR-B also have the maximum period 23°% — 1.

(Cllt, C[2t) = (0J 1)

The matrix My, has an order of approximately , and output se-
quences of the FSR-B have a period of approximately 2332,

(Cl]_t, Cl2t) = (]_, ]_)

The matrix My, has an order of approximately 2318 " and output se-
quences of the FSR-B have a period of approximately 23!8.

2332

From the above results of analysis, we think that K2 v2.0 can pro-

duce a keystream of a sufficient length period more than the number of
cycles without re-initialization. In an experimental analysis using some
sequences of the keystream produced by the cipher, we did not find any
short periods.
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4.2 Analysis of Statistical Tests

The statistical properties of the cipher also depend on the properties of the
output sequences of FSR-A and FSR-B; thus, we expect the keystream of
the cipher to have good statistical properties. We evaluated the statistical
properties for the keystream of the cipher and output sequences of FSR-A
and FSR-B by the NIST Test Suite ? and confirmed that these properties
were good.

4.3 Security Analysis

We discuss security of the cipher against existing attacks.

Time-Memory Trade-Offs. We chose the size of the secret key and
IV taking into consideration the discussion of general time-memory trade-
offs by Hong and Sarker [Hong and Sarkar, 2005]. This attack gener-

ally requires O(2~ 4 ) pre-computation, O(272 ) memory, and O(272 )
available data, enabling an online attack with time complexity of 0(2% )
where the lengths of the secret key and IV are k& and v, respectively.
The IV, the secret key, and the internal state are sufficiently large.
Thus, we think the cipher is not vulnerable to time-memory trade-off

attacks.

Correlation Attacks. The feasibility of correlation attacks depends
on the number of inputs to the non-linear function and on the tap po-
sitions for the function. The use of a full positive difference set for the
tap positions and the non-linear function has sufficient non-linearity for
preventing the attacks. We evaluate the security using an asymptotic
analysis proposed by Chepyzhov and Smeets [Chepyzhov et al., 2001].
The required length N of the keystream for an correlation attack is
N a1/4- (2k - h!-n2)/h . 2. QI;hk, where [, k, and h denote a target
FSR length, and algorithm parameters, and the correlation probability of
the target stream cipher is 1/2 + ¢. The computational-time complexity
of this pre-computation phase in the attack is approximately N [(h—1)/2]
and NL(=1/2] ig required. Furthermore, the decoding algorithm stores
(NP . 28=1) /h! parity checks and its computational complexity is 2¥ times
the number of parity checks. When attacking the regular clocked FSR-B
in K2, the lowest correlation probability for the attack is approximately

2 Random Number Generation and Testing, NIST Test Suite, Available from
http://csrc.nist.gov/rng/.
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1/2 4+ 2713 where h = 9, k = 26, and computational complexity and the
required memory are roughly O(22°%). However, no correlation between
the input and output sequences of the non-linear function with a proba-
bility larger than 1/2+ 2713 is found. Furthermore, the irregular clocking
improves security against correlation attacks because the linear relations
of bits in FSR-B are more complicated using the irregular clock.

Security of the Initialization Process. For any key unique pair
of a initial key and a IV, the key loading step generates an internal state
of the cipher. The initial key is expanded using the AES key scheduling
algorithm, and the IV and expanded keys are thoroughly mixed by the 24
cycles comprising the initialization process. After 13 cycles of the run-up,
all values of an internal state of the cipher includes all [V;s. All registers
in the internal state will depend on both the initial key and IV after 13
cycles. Furthermore, the initialization process additionally runs 11 cycles
and the /V;s and an initial key are well mixed into the internal state.
Even an initial difference of any single register for the IV is propagated
to all registers in the internal state after 12 steps. Thus, we think that the
cipher is not vulnerable to the chosen/related IV attacks. Another attack
to the initialization process is a distinguishing attack to use a collision of
the first keystream by chosen pairs of an initial key and a IV. However,
we did not find the collision that is occurred with a feasible probability,
because any registers are well mixed.

Guess-and-Determine Attacks.

First, we discuss the general evaluation of the computational complex-
ity of guess-and-determine attacks. The keystream of n bits is calculated
from m bits of the output of an internal state of / bits, which consists
of FSRs and the internal memory of a non-linear function. In the initial
step, an adversary can determine n bits of the internal state from n bits
of the keystream, which allow guessing of m — n bits of the internal state.
In the next step, some values of the internal state will have already been
guessed or determined in the previous step. In this manner, the adversary
guesses other values of the internal state. The adversary iteratively per-
forms guesses and determines steps until all values of the internal state
have either been guessed or determined. Now, we assume that m bits of
the output are uniformly selected from internal state by an ideal rule.
After j steps, the values that the adversary has had to guess can be ap-
proximated as (1 — [%]) (m — n), where v; is the number of bits that
have already been guessed or determined in step j. Let y(z) denote the
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number of already-guessed or determined bits at the xth step of the GD
attack. and set y(0) = 0. Now, we assume that n bits of the internal state
can be determined in each step. y(z) is caluclated as;

”2_m'”+l'm(1_67’";"m)

y(z) = p—

We obtain 5 the number of steps needed for the GD attack from

y(n) = [I. Thus, the total number 7 of guessed and determined steps can
be approximated by 1 &~ — - In7".

m—n

The computational cost C' is C' & ¢ - 2/"™ where ¢ is a constant
value. For K2, I, m, and n are 640, 256, and 64 respectively. Thus, the
computational complexity is approximately O(23%4). As a result of the
general evaluation of GD attacks, K2 is expected to be secure against
GD attacks.

A simple guess-and-determine attack is where the attacker guesses all
values of FSR-A and all internal memory sets and determines all values
of FSR-B. However, this attack is impossible because the computational
complexity of the attack is at least O(22%%). Now, we consider a guess-
and-determine attack against a simplified K2 that is performed without
multiplying «; (¢ = 0,1,2,3) and additions are replaced by exclusive-or
operations. First, we consider an attack designed to remove A;;4 from
the equation of the keystream and to attack with the focus on FSR-B as
follows:

L w e, = (B, B Sub(R1,_,)) @ R1,
S, (Bt_|_14 H Sub(th_l)) @ Llyya

If an attacker guesses five elements of the above equation, then the
attacker can determine the other element, such as 5414, and the attacker
can also determine A;;4. To determine all values of FSRs, the attacker
has to guess at least 10 elements; thus, this attack is impossible. Next, we
consider the other attack where the relationship of four internal registers
R1, R2, L1, L2 is used. The relationship of the memory is described as
follows;

R2t+1 = Sub(th), L1t+2 = Sub(R2t+1 H Bt+5)

L2t+3 = Sub(LlH_Q), R1t+4 = Sub(L2t+3 H Bt+12)

That is, if an attacker guesses R1;, Biis, Biyr12, then the attacker
determines 2,1, L1yy9, L2443, 1444 using the above equations. Now,



K2: A Stream Cipher Algorithm Using Dynamic Feedback Control 13

consider a more simplified algorithm without FSR-A, which is that the
attacker obtains the values of z{{ o A and th @ Aitq in each cycle t.
In this situation, if the attacker guesses six elements R1;11, Rlsio, L1,
L1;41, Biye, and Byy7, then the attacker can determine all values of FSR-
B. The complexity of the second attack is O(2'%?). However, more than
two values of FSR-A have to be guessed for obtaining all values of the
internal state. Furthermore, the attacker needs to guess the clock control
bits for the full version algorithm. Thus, we think the full version of the
algorithm is secure against guess-and-determine attacks.

Distinguishing Attacks. In distinguishing attacks, a probabilistic
linear relation of keystream bits is needed as a distinguisher. K. Nyberg
and J. Wallen presented a distinguishing attack on SNOW 2.0
[Nyberg and Wallen, 2006] where the computational complexity of their
attack was O(2!™). We try to construct a linear recurrence from output
keystream bits with fixed clock control bits ¢l1; = ¢l2; = 0 for each cycle.
A two-round linear masking of K2 is shown in Fig. 3. Four substitutions
are affected by the linearization; the number of involved substitutions is
twice the number of attacks on SNOW 2.0. Thus, we expect that K2 is
more secure than SNOW 2.0 against distinguishing attacks.

B0 L?. Lllt F\:1. F\:2. Bt
‘ 11 : ; ; : 11
s o o
i 5‘4— Buo i i Bris —» ;‘
SVPED N (‘} E i i E <> LI
] Bel[] L

»
S |«
o

Yo
> Zoua A

Fig. 3. Linear Masking of K2 for Two-Round Outputs

Now, we construct a linear distinguisher using four masks, [', A, @,
and ¥ as follows;



14 Shinsaku Kiyomoto et al.

Fasap - X, u(t) ®Las- X, a(t+3,t+5)
Olap- X, m(t+1,t+6,t+8t+11)
eI Y u(t+4,t+6,t+9,t+13,t+14,t + 16)
® Aasao - X, (t) ® Az - XL (t +3,t +5)
@ Aag - X L(t+1,t+6,t+8,¢t+11)

OA- Y L(t+4,t+6,t+9,t+13,t+14,t + 16)
& Pasap - X,u(t+1) B Pas- Y, u(t+4,t+6)
OPao - X, m(t+2,t+7,t4+9,t+12)

OP X m(t+5,t+7,t+10,t+14,¢t+ 15,¢ + 17)
G Vasao-X,L(t+1)PPar - X, o(t+4,t+6)
DVao-Y.o(t+2,t+7,t+9,t+12)

OU- Y L(t+5t+7,t+10,t+14,t +15,t+17) =0

If the bias for a combination of linear masks has a high probability,
an attacker constructs a distinguisher from the equation. However, we
have not found a combination of linear masks with a bias value higher
than 27'?8. Furthermore, to obtain the equation, all clock control bits
for 15 times the feedback operations of FSR-B are cll; = ¢l2; = 0; the
probability of this condition of clock control bits is about 2730, That is,
the computational complexity of a distinguishing attack against the cipher
increase 250 times by using the dynamic feedback control mechanism.
Additionally, the cipher is assumed to be re-initialized after 2°® cycles.
Thus, we conclude that distinguishing attacks against K2 is impossible.

Algebraic Attacks. The non-linear function has ideal algebraic prop-
erties; the non-linear function consists of AES S-boxes and an effective
permutation function. Furthermore, the dynamic feedback control in-
creases the cost of solving the system of internal values. Courtois pre-
sented an evaluation method for the complexity of general algebraic at-
tacks [Courtois, 2005]. A general evaluation suggests that K2 is secure
against algebraic attacks; the computational complexity of the attack is
roughly O(2646),

We investigated the possibility of algebraic attacks, when we assumed
that FSR-B has regular clocking and the addition modulo 232 operation
is replaced by the XOR operation. An algebraic attack against SNOW
2.0 was proposed by O. Billet and H. Gilbert[Billet and Gilbert, 2005].
We tried to apply the attack to K2. This attack is effective for stream
cipher algorithms that have a non-linear function with internal memory.
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In this attack, the attacker has to have internal registers at time ¢, which
is defined as linear equations that consist of initial values of internal state
variables, and constructs relationships between the input values of a non-
linear substitution and the corresponding output values, which are low
degree algebraic expressions.

First, we obtain the following equation from the assumption:

R2 = R1; & Apps @ By 2, L1y = Sub(R2y_2 & Byy)

R1l; = Sub(L1y_y & A1 & Byys @ Bipo ® 21 ))

If we remove substitutions from the above equations, we obtain the
linear recurrence R2; = R2;_ 9@ A1 DB At4a D By D Biyo D Brys P Bryo D
H L
i1 By
We can define a linear equation of registers of FSR-A and FSR-B, for
any clock £, which only involves keystream, registers at { = 0, and R2
from the equation for R2;

t

t
R2, = R2, EB el
i=0

4 1
j L k l
G @ Ddn
k=0 l

0
j=0 : =0

where ¢!, ¢/, ¢®, ¢l are known binary coefficients. We also obtain;
t t 4 10
. _H j L k !
R1:—1 = Rl @ €17 @ €2 @ € Ag @ €. B;
i=0 j=0 k=0 1=0

in the same manner. Thus, we can obtain quadratic equations to use
the relation R2; = Sub(R1;—1) because the substitution consists of the
AES S-Box, which has linearly independent quadratic equations involving
the S-Box input and output bits.

However, the substitutions that were removed in the above attack
prevent construction of the linear equations for K1, and R2; in the real
algorithm. Thus, the attacker cannot obtain the linear equation of the
fixed values of internal memory and registers, R1ly, 12y, By, B, ..., Bio,
Ag, ..., Aq for R1; 1 and R2;. This attack is impossible even for the
regular clocking algorithm.

Furthermore, the attacker has to guess the clocks of each cycle to
determine the equations for a full version of the cipher. Let M be the
total number of non-constant monomials appearing in the over-defined
system of equations, and N be the number of equations that the attacker
obtains per output of one cycle. The computational complexity of the
algebraic attack increases 22 - ([M/N] — 1) (< 2'%%) times by using the
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dynamic feedback control mechanism. Thus, we think the full version
algorithm is secure against an algebraic attack.

Clock Control Guessing Attack. This attack [Zenner, 2003] is ef-
fective against bit-oriented clock controlled stream ciphers. K2 is a word-
oriented stream cipher with a large internal state, and its non-linear part
is more complicated than existing stream ciphers broken by the attacks.
An extended attack based on an algebraic approach was discussed by S.
Al-Hinai et. al. [Al-Hinai et al., 2006]. However, it is difficult to apply the
attack when a sufficiently secure non-linear function is used to generate
the keystream. Thus, we expect that the cipher will be secure against
such attacks.

Divide-and-Conquer Approach. The output sequences of FSR-A
and FSR-B have good statistical properties. Thus, we expect that divide-
and-conquer attacks for the FSRs are not feasible.

4.4 Performance Analysis

We implemented the algorithm on a PC (Pentium 4 3.2 GHz) using Intel
C++ Compiler Ver.9 (for Windows), and evaluated the performance. The
results of the evaluation are shown in Table 1. “Key. Gen.” indicates
the required clock-cycles for a one-byte keystream generation and “Init.”
indicates the required clock-cycles for one initialization, including the
initial key and IV setup. The optimal version is optimized to produce a
128-byte keystream at once. The performance of eSSTREAM 3 candidates
is about 4-14 cycle/byte in software implementation. The performance
of K2 v2.0 is much faster than existing clock controlled stream ciphers
and AES, and is competitive against word-oriented stream ciphers. K2
v2.0 is improves the security against existing attacks proposed for SNOW
2.0. The Inner State Efficiency (ISE) [Zenner, 2004] of the cipher, 0.4, is
sufficiently efficient.

5 CONCLUSION

This paper proposed a new design for a stream cipher, which is a word-
oriented stream cipher using dynamic feedback control. The stream cipher
K2 v2.0 is secure against several different types of attacks, and it offers

3 eSTREAM Project, http://www.ecrypt.eu.org/stream/
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Table 1. Comparison with Other Stream Ciphers

Algorithm Structure |Key. Gen.| Init. ISE
(Cy./By.) |(Cy./Init.)

SNOW 2.0[Ekdahl and Johansson, 2003] LFSR 4.5 937  |0.440
SOBER-t32[NESSIE, 2003] LFSR 28 944  (0.290
LILI-128[NESSIE, 2003] CC-LFSR 987 59 0.375
RC4 128-bit key [NESSIE, 2003] Table Update. 20 4680 ]0.018

AES 128-bit key encryption [NESSIE, 2003] - 24 689 -
K2 v2.0 (Reference) DFSR 7.5 1308  |0.400
K2 v2.0 (Optimal) DFSR 5.4 1136  |0.400

high-performance encryption and decryption for software implementa-
tions. Furthermore, the design of K2 v2.0 is considered security against
existing attacks on SNOW 2.0. We believe that the dynamic feedback
control mechanism is potentially effective against several different types
of attacks, not only existing attacks but also novel attacks.
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A  Matrix of «

M, is the 32 x 32 matrix over GF'(2) given by

10001101100000000000000000000000
11000110010000000000000000000000
11100011001000000000000000000000
11111100000100000000000000000000
11111110000010000000000000000000
01110010000001000000000000000000
00110100000000100000000000000000
00011010000000010000000000000000
00110111000000001000000000000000
10011011000000000100000000000000
01001101000000000010000000000000
10010001000000000001000000000000
11001000000000000000100000000000
11010011000000000000010000000000
11011110000000000000001000000000
01101111000000000000000100000000
00100111000000000000000010000000
10010011000000000000000001000000
11001001000000000000000000100000
01000011000000000000000000010000
10100001000000000000000000001000
01110111000000000000000000000100
10011100000000000000000000000010
01001110000000000000000000000001
01010100000000000000000000000000
10101010000000000000000000000000
01010101000000000000000000000000
01111110000000000000000000000000
10111111000000000000000000000000
00001011000000000000000000000000
01010001000000000000000000000000
10101000000000000000000000000000
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M, is the 32 x 32 matrix over GF'(2) given by

01010010100000000000000000000000
10101001010000000000000000000000
00000110001000000000000000000000
10000011000100000000000000000000
11000001000010000000000000000000
00110010000001000000000000000000
01001011000000100000000000000000
10100101000000010000000000000000
01110011000000001000000000000000
00111001000000000100000000000000
01101111000000000010000000000000
00110111000000000001000000000000
00011011000000000000100000000000
01111110000000000000010000000000
11001100000000000000001000000000
11100110000000000000000100000000
00100110000000000000000010000000
10010011000000000000000001000000
11101111000000000000000000100000
01110111000000000000000000010000
10111011000000000000000000001000
01111011000000000000000000000100
10011011000000000000000000000010
01001101000000000000000000000001
01011101000000000000000000000000
00101110000000000000000000000000
01001010000000000000000000000000
00100101000000000000000000000000
00010010000000000000000000000000
01010100000000000000000000000000
01110111000000000000000000000000
10111011000000000000000000000000
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M, is the 32 x 32 matrix over GF'(2) given by

10011010100000000000000000000000
01001101010000000000000000000000
00111100001000000000000000000000
10000100000100000000000000000000
11000010000010000000000000000000
11100001000001000000000000000000
01101010000000100000000000000000
00110101000000010000000000000000
00000010000000001000000000000000
00000001000000000100000000000000
10000010000000000010000000000000
01000011000000000001000000000000
00100001000000000000100000000000
00010000000000000000010000000000
00001010000000000000001000000000
00000101000000000000000100000000
10110010000000000000000010000000
11011001000000000000000001000000
11011110000000000000000000100000
11011101000000000000000000010000
11101110000000000000000000001000
11110111000000000000000000000100
11001001000000000000000000000010
01100100000000000000000000000001
11001101000000000000000000000000
01100100000000000000000000000000
11001101000000000000000000000000
11100110000000000000000000000000
00111110000000000000000000000000
11010010000000000000000000000000
11101001000000000000000000000000
11110100000000000000000000000000
00110111000000000000000000000000
10011011000000000000000000000000
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B Test Vector

A test vector for K2 is shown in this section.

Initial Key (128 bits):
1Ky =0x00000000, 7 =0x00000000,
1 K> =0x00000000, K3 =0x00000000

Initial Vector (128 bits):
1V =0x00000000, 7V; =0x00000000,
1V, =0x00000000, V3 =0x00000000

Keystream:

0xF871EBEF945B7272, 0xEK40C04941DFF0537,
0x0B981A59FBC8AC57, 0x566D3B02C179DBB4,
0x3B46F1F033554C72, 0x5DE68BCC9Y872858F,
0x575496024062F0E9, 0xF932C998226DB6BA



